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ABSTRACT

Optimum control theory is applied to develop a guidance law for homing
missiles for which the airframe dynamics is not neglected, This work extends
the applicability of the laws derived in a previous report to systems character-
ized by two time constants.

The effectiveness of the optimum controller thus derived is evaluated in
an example by comparing it with classical proportional navigation. Additionally,
extensive quantitative plots of the controller parameters are provided as an
aid in specific designs.
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The technigue of proportional navigation (PN) has been found Lo be the
most satisfaetory method of guiding homing missiles — a fact established by
engineers through many years of design expericnce rather than by analytical
proof. In PN, an attempt is made to mechanize the following equation:

y=NA; 2<N=5,

where v is the missije angular turning rate and Ais the Hne-of-saght anguiar
rate referred to inertial space, N is denoted as the "navigation ratio, " and
again, the range of acceptable values has been developed mainly through
experience. It is interesting to note that recently it has been rigorously deter-
mined by means of modern control theory that PN is indeced optimal in that for
unconstrained control effort, the miss distance at intercept is minimized in the
mean-squared sense,  The correspondence between PN and optimum control
(OC) has been demonstrated by Bryson, Ilo, and Baron [ 1), Janus [2], and
Speyer (3], among others.

A previous report [4) verified the optimality of PN by casting the
problem as a "minimumn error regulator” problem and using the Ogata [5]
method of solution, The weakness of the eited work in OC, as veell as the
classical derivation of PN, ig that the plant (missile) is assumed to respond
instantancously to guidance commands, i.c,, has no time lags., The previous
report [4] extended prior work by deriving the OC for a missile having a single
time constant. It was shown that the addition of the time lag profoundly aftects
the steering law in that the OC for this case requires time varying gains,

These results point out that missile dynamics should not be neglected if realistic
OC's arc to be obtained.

Typical homing missiles cannot realistically be characterized by a single
time constant; two or even three lags are required for adequate medeling. The
purposc of this study is to derive the OC for a two-time constant system, and to
analyze the performance of this controller relative to conventional PN, The
effect of using such a controller in a system characlerized by three time con-
stants will also be investigated; it is conjecturcd that, although, it is suboptimal
for this case, such a scheme would nevertheless be superior 1o PN, since the
latter takes no time lags into account, The method o: scluiion used is to cast
the problem in a form such ihat the Ogata method, which has been described and
verified [4], can be used,
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Section Il, THE MINIMUM ERROR REGULATun rKOBLEM

Any linear dynamical sx stem of the u o1 ler can be expressed either as
th
an n  order differential equation or a set of v first-order differential equations.
The latter is known as the state formulation and is uscd herein, since it lends
itscif to matrix-vector notation and manipulation. It will be assumed that the
system differential equation is given by:
i:Ax+Bu; x(0) =C,

vvhere

x = n dimensional column state vector
u = r dimensional control vector
A =n X nmatrix

B =n X r matrix

and where the following index is to be minimized:

T T
J(C,T) =x(T)Px(T) + [ x©)Qxt)dt+ [ urt)R®)u(t)dt
- 0 vt —— — 0
Terminal State Control cost
state weighting

weighting

The * gymbol denotes the conjugate transpose of the vector, or simply the
transpose for real veciors, and P, Q(t), R (t) are matrices of appropriate
dimensions.

Ogata shows that the optimum controller for such a system can be
obtained by solving the nonhomogeneous matrix Riccati equation:

%S._, -SA - A%S + SBR™! (0)B*S = Q (0) .

If the mutrices A and B are constant, {.e., if the sytrtem is stationary, the
above matrix eguation can be sclved in closed form for the time T:

S(T) = {[ $y((T) + ¢ (T)PJ1 &1 (T) + ¢(T)P] 7Y,

Sl Ehy e v b e 5
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where the d)ij are obtained from partitioning the matrix

and M is defined as

MTA |
-A

M=|- — -
Q(0)

BR™ (01 B*

A ke

from which it can be seen that M is known {rom the problem statement and the

performance index,

Once S(T) is known, the optimwn contrel vector can be obtained from

the expression

where

uopt(t) =-I(T-t)x() ,

F(T-t) = R™1(t)B*S(T-t) .

In block diagram form, the OC can be depicted as in Figure 1.

u_(t) t
N opt SYSTEM x
— ST s—", I,
B x = Ax + Bu l
FIGURE 1. OPTIMAL CONTROL SYSTEM

un A b

Cuniidhiad o

3
=
-
-

o s, bl it 0kt A - 5 T




o AT P

The solution of the subject problem can then be summarized as follows:

1)

4)

5)

From system state equations, and the given performance index, the
following mairices are known:

A, B, P,Q,R

The matrix M can be formed from above

-A 1 BRr-!(0)B*
M = - . e e - e -
{
Q) | A

From knowledge of M, eMT can be found. There are several
methods for computing this, but the use of the Laplace transform is
often the most conveunient. This meihod involves the relationship

el M) e om

where s is the Laplace eperator and I the unit matrix.
MT .
Once e is known, all of the ¢ij are obtained from the relation

l— ¢4 (T) ¢ (T) ]

|
i
MT_d_ o
l $uu(T) | (%) J

From this, S(T) can be computed:

S(T) = {[ 651(T) + Gy (T)P)[ b1 (T) + ¢(T)P]™Y .

Once S(°L) is kne vn, uo t(t:) and F (T -t) are immediately
cobtainable: v

F(T -t) = R~ I¢t) B*S(T ~ t)

uopt(t) =F(T - t)x(t) .

The optimum system thus mechanized will minimize the given quadratic index in
the selution interval 0 =t < T, It should be noted that the optimum solution is
given in terms of time-to-go (T - &) rather than elapsed time t.

[
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4 Seciion ili. GFTIMUM CONTROLLER FOR A TWO-TIME CONSTANT MISSILE

WA BT R

The conventional overall loop can be depicted as shown in Flgure 2 and
can be readily rearranged with target acceleration ( yt) as an input in the

manner of Figure 3, By assuming two time constants for the dynamic lag of the
missile-autopilot combination, the model of Figure 4 is obtained. This figure
also includes an exponential decay modcl for target acceleration, to the left of
the dashed line in Figure 4. The contribution of the target accelevation has,
however, becn previously computed {4] and, since it remains fnvariant with
the order of the plant, it does not need to be explicitly considered herein, With
refercnce to Figure 4, the problem can be stated as follows: Given the
observable states x,, X,, X3, and x,, the control vector is determined that will
minimize the miss distance at intercept only, l.e.,

Y

y,(t) = minimum in the mean squared sense subject to a constraint
d t=
on available control effort.

The state equations can be written directly from Figure 4; the target

!
f acceleration term is ignored for now and will be appended later, since it is the
i same as for the cases previously treated.
il = Xy
XN=-EBX
Xy = - Wy X3+ Wy Xg
;(42 - w1x4+ w,n
c
~ BORESIGY
i
! DISTURBANCE /

| SEEKER ™1 GAIN

FN S

A
I
]
|
A

FIGURE 2. TYPICAL HOMING BLOCK DIAGRAM
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In the vector-matrix form, these become
- - - - -~ —  —
ﬂ 01 0 0 X4 0
Xq 0 0 -¢g 0 Xy 0 i
. = ¥ 3
X3 0 0 - w, Wy X3 0 e
% 00 0 -w l_x w
L) L dJoLxd Ly :
The generalized index J
' = x*(T)Px (T) + f [X%(£)Q (£)x (¢) + wr(t)R (t)u(t))dt
: ‘ ¢ :
' is reduced to the desired form by defining
1 0 o o
60 0o 0 O
= . = H = = 1 l »
P o 0 0 0 ;o Q [0]4><4 R = A = scalar
0o ¢ 0 o
{ which yields the form
T
J=xg(T)2+x [ .
c
0 .
: The above index micimizes only Y4 at intercept as desired, The matrix M is
1 obtained next:
7




R

G s A

s ST

Er

0 -1 0 olo o o ¢ |
0 o0 g e lo ¢ ¢ ¢
0 0 w, =~w,l0 0 0 o0
w?
M=| 0 0 0 w, o 0 0 7‘ ,
— L — - +- —_—— —_— e ——
¢ [UNEY 0 | 0 0 0 0
o 0 ¢ 0 | 1 0 0 0
¢ LU 0 | 0 ~g =~w, 0
L_.O 6 0 0,0 0 Wy =Wy ]
from which [sI -~ M] can be formed:
s 1 0 0 0 0 0 0
0 5 ~g 0 0 o 0 0
0 U B8 - 032 wz 0 O 0 0
‘ 2
w
) 6 8 - 0 o0 -
jst-my=| ¢ ! 0 A
o e o 0 s 0 0 0
, : oo ¢ 9 -1 8 0 0
0 Q ¢ 0 0 g 8+ uw 0
{ fn0 0 0 0 o ~W, s+ w,

Since the above matrix is almost triangular, it is most easily inverted
by reducing the augmented matrix,

[s1-M: 1],
to the upper triangular form. The inverse is obtzined by solving the triangular

matrix as a set of algebraic equations using each column of the augmented
section in turn, This process yields the matrix [sI - M)~ as shown:




S i e U

[sI-M]"'=

@

- —B2
8’ (8-w;) 8 (8-Ww;) (8~w,)
E "B W
8 (8=~wy) 8 (B~w,) (8-w,)
1 = Wy —
8-Ww, (8-w,) (B-w,)
) 1.
{(8-w,)
0 0
0 ¢
0 ¢
0 0

|
I
|
|

|
I

ieibailsl e S B

a ’,.
-ghwl\’&

Ast (8-wy) (8+wy) @

g2 w,!wi .

As? (8~w,) (a+wy) (s

g ol

A8’ (8-w,) (8+a)) it

-g Wi

A8” (8-wq) (8+w) ¢ -

8’ (stw,

- g—(‘,‘-z-
s!(s-f-w,) o



g ol u?

2 2 2
- B Wi Wy

g Wi w,?

g Wi wy

" (5vwy) (1-2y) (70,)

As” (B-w,) (8+w) (3-W,) (8+w,)

A8% (8-w) (8+W,) (8~Wy) (8+wy)

A8” (B-Wwy) (810} (8=w,)

g2 wlz (‘,22 ~g wiZ w22 - g w,
MBS (8-)) (8+W,) (8-Wy) (8+Wy)  AB (8-Wy) (BFW,) (3~W,) (B+W,) A8 (8-W)) (F+w,) (B-w))
g we oyt — W U ~w? W,

w

84 *'wz)

- 8w
B+0W,) (8+W,)

A8 (8- ) (8+W,) (8~W,) (8+wy)

- g Wi w,

AB (8~w,) (B+wW)) (Btw,)

0
1
8

-8

5 (81 W,)

©

- g L:)z
8(stw,) (8+wW;)

A(s-Wy (80 ) (8-Wy) (870)
@t w,
A(B-Wy} (B+wy) (g-i-wz)

0

1

Bty
(.Uz _
(8+wy) (8+W,)

A(8-Wy) (Btwy) (B-Wy)
we

A (B-Wy) (BF0g)
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} ] 1
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é Correctness of this matrix can be verified by multipiying it by [sl - M} and J
§ observing that the unit matrix resulis. The ¢,. neceded for the compilation of B
ij A
S(t) arc now availablc, since R
h ‘ r¢“(5) r,513(3)1 i
s1-M| ' =
' ] l_ﬁhgl(s) byy (8)
g The computiation of §(1) requires the computation of the following two matrices: )
B
[Pg1t) + &gy (1) F] ]
1 [Ptt) + ¢ )P] L i
Since P is a number matrix, and thc addition uperation is invariant in the inverse
Laplace transformation, the terms within the brackets can he computed prior &
to determining the inverse transform of the ('bij' Algo, not all of the terms of E 1
cach ¢11 will be needed; therefore, the matrix elements will be denoted s
3
symbolically, This reduces computational complexity considerably. The 2 i
matrix ¢, (t) is the null matrix; thercforc the quantity [ ¢, (t) + ¢,, 1)} P] is i 3
mercly the transform of the first column of ¢4, (s), to be denoted symbolically
as !
-
h o 0 o] %
i 0o ¢ 0
Fanit) + ¢ (t)P] =
i 0 0 0
k 0 0 0
i
The form of [@y+ ¢, P] is : 1
— —
847 &4p Ay ay
2 Ayp Ay Ay
¢t OpP =
e agr G a; Ay
ay 0 0 ay ]
L. -
Inversion by partitiouing into 2 x 2 matrices is simplest in this case; given a
matrix
A : B
s8=]— T—-—-
Cc 1 D
11

e e R N 8 a2 v st e - —
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and its Inverse

The rclationship between the two matrices can be established with the aid of the
auxiliary relations,

...‘.

[s 's} = [ss“] = 1

which yield the equations

K= (A-BD C)"! L=-KBD!

M=-D"!CK N=-D'-D!'CL .

The application c¢f the above tormulas to the symbolic representation
of [¢4+ ¢,P] yiclds the desired inverse:

pplyaByy ~BpAgglyy -8y il 3 pllyglyy ~A yRgpasyt 3 (305 Rg,~AyRp3R pt 4 py 4243

R 1
[+ Pl l*a --- ===

where

A 112,:855%44 aggitgadtg g~ AR yBg Ry - Dty dggdyy

+ Bplyyl.Ag) = Oz + Bpagagndyy) .

It will be shown thal only the first row of [ ¢+ (me]" is needad. For
this reason, the 1 :maining rows were not computed. The matrix St) can

now
be computed since S(t) = [, + ¢ P] [P+ $,P]™ %

..
h}{l hK? }li‘;:; DK4
S(t)_.l— i Ky 1K, 1K; 1K,
C: i Ky K, Ky iK,
kK; kK; kK; kK, ,

12
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where

loi o TP L

K= ayagigy

4 K, = -apayay
: Ky = -agnapgiy + dplyly,

Kg= -0y0pag + agg iy, ~ Q58930 + 8 pigag;3 .

Finally, the optimum controller can now be written from the previously

stated formula F(T~t) = R™IB*S (T-t)
2
N 0 I . v

L I‘(1 1) RC, “‘\11\2 K3 A\4]t: (T"t)-:tgo

and

bl

W

u ,(t ):-F(t )xlt) .
opl \ go go

The remaining task consists of obtaining the quantities k, C;, Ky, K;, K3,
and K, as a function of the specific problem variables; for the subject problem
this is algebraically an onercus task. The first step consists of finding the a

i

and k by inverse Laplace transforming the elements of (¢;+ ¢P}. The
details of this computation are relegated to Appendix A, Knowledge of the
values of k and the aii allows C; and the K

i and consequently, F(t) teo be

computed. By omitting the algebraic details, (t= tgo is implied)

wl2k= -8 [w]t—(

W+ ‘U:) W, o ¥t w? e"w2t:|

+ -
W, Wy - w, Wy (Wi-Wy)

T L TR e —

A C,

1

is obtained, where

{4 Wt
A} 1 rad

A+ glw, )]

I I S VI S LT LI
Wy (WyW) Wy (W wy)
- wy? —2w.t w2 ~20t 2 —wit -yt

——— e - : e : e e
2w ¢ (W) 2wy” (Wy-wy) (@ - w,") (w-wy)
. w w,y? (Wy+ Wy)(wt-1) (wyt-1) , td

20" (W-wyh) T 207 (@1-wy’) | W Wy’

13
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K1=c(wl+ Wyt
K2=te<w‘+ wy )t
r =&y ¢
Ke=go@topt] 1t e
378 ’w—z'[ 0, '"'T‘wz

Ky=

o (Wi +w2)t|:w2(1w.,t-(, 2) w,? (1._0‘1,_ ““t]
)

W¢° Wy (&) @ "Wy (@

oy . . “{Wwyt Wyt
Cancellation of the comnion e

remaining terms results in the form

term and rearrangement of the

F(tm) = =N |G; Gy Gy Gyl

where ,
- gt [wlt _ (cn:}zwz) _ w:‘-)ioz oWt :]_9_(_:_1:3_ o~ wat ]
A+ gl wy (I,
and
-
o
. 1 (w2tcw2t—ew2t+l >
G = Wl Wt 12
- [_ / @i ewity 1\ 1 /w,t 2t Wty l\\]
Cy= -

) - .
wi—we Lwl \ w1t‘2 / w,* \ oYt 2 }J

It is interesting to note that the terms G, G,, aud Gy are identical to the
three equivalent terms obtained for the one-time constant system {4]. Tt shouid
also be noted that the terms of Gy and G, within the parentheses are all identical
in form. 7This is significant ir. that the same algorithm can be used to compute
these terms.

The equations for N and G, are not valid for «, = w,, since the termn
(wy - w,) becomes zero, This difficulty is resolved by computing a new set of
equations for those terms valid only for the case¢ where w;= «,. By appropriately
combining the terms of N and G,, the elements containing (w, - w,) can be iso-
lated into the indeterminate form 0/0 when w;= w,, L'lHospital's rule can then be

14
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applied, where the differentiation i= peiformed with respect to either w,or w,,
With the indeierniinacices removed, the substitution

is made inio the resulting equation. Application oi this technique rcsuits in
the equation

-wi ~wt
e et oot wte e o)

N z ]
Oy= w + g
(W= W) A+ g 1(w,= w,)
where
i o - . -t -2uwt 2wt -2w
_ t! 3 2tfe ite 4c¢ e 5te 13¢720% o2 g
1 = R S S T T 2 g TRy
{W=wy) 3 4w w w w 2w 2w 4w w
wi W -wt
G _ 1 2+ wte - 2¢ we t
§ (0= W) w? L )

We now have equations that are valid for all w, If w, is allowed to

approach infinity, i.e., the second time lag is eliminated, the above equations
should and do reduce to the ones previcusly derived [4] for the singlc lag system.

N

*2

The optimum controiler can now he written

a =N lG‘

u =0 )
opt <

G Gy Gyl l %
|

Xy
or

n.= NG %+ Gy xg+ Gaxg+ Gy x4l
H. wever, it ig scen (Figurc 4) that =5+ Y4 and x, = yl Therefore, in terms of
¢

these parameters, and the derived values of Gy and Gy, B, can be rewritten

!y ',
Ya Vg
!‘z?:N Tt—2+:T— + NGy g+ NGyxy
\®>go T go/

The reason fur this represeutation is that Y4 and ;,'fd are not usually explicitly
¢

wieasured, sinee conventicnal seekers measure the line-of-sight rate A; since
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A= yd/l{. whe.e R is the misaile-target range, the following relatiocuship holds:

SR B R
A=v 1 \yd : ‘ '
c go go

where

.

-R.

Vc = closing velocity
By usc of the above, the conirol equation can be rewritten

NV

c ¢ —~
ncz?A+NG3X3+ NU4X4

The first term on right side of above equation is recognized as being analegous
to classical PN, except that N is time-varying instead of fixed. Thc optimum
controller also has two additional feedback componeunts from the states x3 and x,.

The inclusion of the target acceleration model of Figure 4 requires one
additional term in the control equation, the latter having been derived [4]. The

controller would take the form

NV

nc=—g—g;\+NG3x3+NG4X4+NG5X5:
where
2vt0 —2vto
2rt e g -e g+1
oot | 2o
57 42 vt
\ e T
go
and

¥g= 1, .

Again it is noted that Gg has the same form as Gy and the components of Gg.

All of the analytical parameters required to construct the optimum con-
troller have been obtained. In the next section a gquantitative study of a system
using such a controller 4l be performed.
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Section IV, GUANTITATIVE ANALYSIS OF A TYPICAL HOMING SYSTEM

l. Analysis of the Controller Equations

The optimum homing system requires computation of N, Gy and G,.
At first glance this appears to be a formidable task siuce these quantiiies are
elaborate functicns of tgo’ «y, and w,. However, fo;‘ a given missile, wy and w,

Dbt SF AR e -

would remain relatively congtant, at least for a limited altitude band; in this
study they will be assumed to be constant and the required functions thus
become dependent only on tgo for a given case. The more general case of

FLTeT

varying w; and w, will be discussed later.

Due to their complexity, it is in most instances impractical to compute
the required parameters in real time from the given equations. A search for
simpler mechanizations requires first that the nature of the subject functions be
studied. For this purpese, values of N, G; and G, have been computed for a
wide range of values of w, and w, by using a digital program. Plots of these
functions are shown in Appendix B. If is seen that, although they originate from
complex equations, the plots of N, G; and G, show these guantities to be well
behaved, continuous functions cf tgo' Thus, for a given configuration where w,

PIFTWC 2% | PERE RIS T NS D EPY . WP FIPR Y

and w, are constants, these quantities could be easily generated as functions of
tgo by analog (diode function generator) or digital (read-only memory) :

techniques,

2. Comparative Evaluation of Optimum Controller and Proportional Navigation

The increased complexity of the OC over PN iundicates that to be
feasible the OC must yield a considerable payoff over PN in terms of reduced
miss distance, For this reason, a comparative evaluation using simulation
techniques was performed on a simple model, using hoth the OC and PN
concepts.

i
4
ke
3

The sample problem concerns a small homing missile in a low-altitude
air-to-ground engagement, with the taryet assumed stationary. The pertinent
geometry is depicted in Figure 5. 'Lhe model of Figure 4 with the OC appended
can be formally represented as shown in Figure 6-a. However, since conven-
tional seckers measure 1:;, a more convenient representation ig that of Figure
6-b. This model wus used (o generate two digital simnlations using the CSMP
language. The block diagrams of these prcgrams are shown in Figures 7-2a
and 7-b respectively; the first of these is a direct simulation of the aystem,

ek @nly 4

LaEE e o
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and the second is an adjoint model used for study of stochastic ¢ ffects. Each

model was used in the PN mode where N was held to a constarnt, and in the OC
4
mode with time varying coefficients. The specific parameters are summarized 3
H in Table I for each case.
TABLE I, SIMULATION PARAMETERS {
i
Par: neters PN oC
Wy 1 1
wy 2 2
: N 4 *
; Gg 0 13 !
G, 1] *
RO 10, 000 ft .0, 000 ft
\Y 1, 000 ft/sec 1, 000 ft/sec

* Computed as a function of tgo from OC equations,

The complexity of the equations for N, G; and G, precluded "on line" !
computation. These values were precomputed, and entered in the simulation :
as tables. The CSMP function generator takes these tabular values and
performs linear interpolation for values of tgo Iying In between table entries. !

No effori was made to accurately simulate the subject parameters for very short
ranges, Due to mechanization limitations, most seckers have a "blind range”

i of several hundred feet, and are unable to accurately measure A. Therefore,
N, G; and G, were lineariy decremented to zero, between tgo = 0.5 and tgo =0

sec., These approximate functions are shown in Figures 8-a, 8-b, and 8-c.

The simulation study directly evaluated PN with a gain of 4 to the approxi-
i mate OC using the parameter approximation described above. A number of
i input perturbations were considered and the resulting miss distance was
measured. Specific disturbances were as follows;

PPNy w—

Cuse I. Impulsive heading disturbance of 1 degree occurring at an
arbitrary t
gO
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Case II: Impulsive disturbance on A of Y. degree per second occurring
&t an arbiirary tgo

Case III: Additive wide band noise on A with flat power spectrum in
region 0 ~ 20 hertz

Case IV: Additive narrow band noise on A with a gingle peaked power
spectrum as shown in Figure 9,

The simulation results are shown in Figures 10 through 13, respectively,
for cach case, It is evident that a dramatic reduction in miss distance results
from use of the OC; thus, the added complexity of implementing such a control
scheme may in certain instances be well worth the effort,

The OC equations are optimum oniy if the plant has two time constants.
The effect of implementing this OC in a higher order system was also studied.
A third time constant of 1 second was added to the plant, and this system was
Figures 14 and 15. Evidently the OC is still superior to PN, although perform-
ance has degraded somewhat, This i8 a significant result in that most practical
systems are of high order, The above indicates thut if an optizaum scheme is
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derived that accounts for only the predominant time constants (two in this
report), the resulting system performance, although suboptimal, would still
be superior to PN.

3. The Effective Navigation Ratio

In classical PN the gain N denotes the static ratio of missile turning
rate to line-of-sight rate. The gain N is usually a smeall number between 3 and
5, The plots of N in Appendix B show that for the OC, N takes on very large
valucs rclative to the PN case, One is tempted to conclude that the OC requires
much higher turn rates than PN, This is not true, however; in Figure 6 it
can be seen that the twe nonunity feedback terms contribute to the static gain
of the loop. The actual value of 3'///'\ can be computed by reducing the two inncr
loops and obtaining a single equivalent expression for these. The resulting gain,
ignoring missile dynamics, is the navigation ratio for the optimum system.

This is given by

NN
cff 1+ N(G3+ Gy

Nett
considered herein il hovers in the region

does not have a large dynamic range. For the numerical example
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2< N« 3;

thus, the OC does not require increased missile performance.

4. The Effect of the Parameter A

The quantity A represents a weight on the parameter N. For large
valies of tgo it has little or no efiect, vut veduces N heavily when tgo is amall,

This effect can be seen in Appendix B, if one compares the plots of N for A= 0
with those for A = 1, Since A reduces N near intercept, it obviously reduces
required missile maneuver, since Neff is also reduced in magnitude. Since A
is thus a signiticant design parameter, how does one choose a "good" value?
This problem is intimately tied to each specific misgile design, since it relates
directly to available maneuver capability. From Figurc 6-a, the called-for
maneuver in G can be written

-

V A ] V A
n = C N - _C N
c g L_1+N(G3+G4) g “cff ’

By defining the maximum available maneuver as n the following expression
can be derived from the above equation:

n t
. max®

eff VA °
C

The terms on the right side of this equation can be established for a given
missile and engagement configuration. Thus, the maximom practical valuc of

Neff is defined, and this in turn infers a snecific A, since there is no need in

generating values of Neff that result in a called-for missile mancuver in excess

of performance limits. The penalty, of course, is that for A > 0, the miss
distance will increase over that obtainable with A = 0, This is illustrated in
Figure 16 for the exampie system.

29

000, alh s, SN el

L 128 i




T T e R P

#M1sS DISTAKCE (fi)
o

s _

6 2 4 6 8 1o 12

TIME BET"'EEN APPLICATION
OF DISTURBANCE AND INTERCEPT (seq)

FIGURE 16. EFFECT OF VARYING A ON MISS DUE TO RANDOM
DISTURBANCE ON A

7~ 4




TR

b dn b Nt St |

Section V. MECHANIZATION CONSIDERATIORS

A mathematically elegant solution is useless if hardware implementation
fs not practical. As mentioned before, N, G; and G can be generated by analog
(diode function generators) or digital (read-only memories) means, The input
to such devices would be tgo' thus requiring a measurement of this quantity.

For stationary or slow-moving targets, tgo can be estimated closely by know-

ledge of the initial range and missile velocity profile. Intercept of fast targets
that contribule considc cably to the closing velocity is more difficult, since
ranging must be obtained during flight. This requires tracking of both inter-
ceptor and target by either ground radar or an active ranging device on board
the interceptor,

Anothey major consideration is that the OC requires that all system
states be measured. The actual missile acceleration can be measured with an
accelerometer; ¥y and §d are implicitly mecasured by the seeker as previcusly

shown. The reinaining state (x, in Figure 4) cannot be measured if the two
tinie constants are assumed to represent the airframe. However, if in an

N ‘
n h order system (n-1) states are measurable, the nth one can be estimated by
"observer pole' techniques [6~8]. Finally, if the target acceleration term Gy

is to be included, Ye must also be measured. This rcquirement, although diffi-

cult to meet, is no difi rent from the requirement for implementation of biased
PN, where a bias term is appended in order to reduce the miss caused by target
evasjon,

Certain types of missiles are required to operate through a wide altitude
hand, where air density conesiderably affcets the airframe time consianis; for
such missiles, «;and w, cannot be assumed constant, This problem also exists
in conventional systems required to operate in such an environment, The
solution is to generate a family of functicns N, G; and G4, each valid for a
specitic altitude band. The controller would then be "band-switched” to the
appropriate functions, dependent on the altitude,

The values of N shown in Appendix B are plotted in log-log coordinate
paper. It is scen that for the vast majority of cases, N can be approximated by
a fow straight line segments in the log-log planc. This suggests a very simple
mechanization scheme for N. The above lincar relationship implies that

InN=C,+b, Int ,
1 1 Q . .
region i




¥,

e et i a8

where C, is a suiiable intercept and bi is the signed slope of the straight line

approximatioi.

32

o o o s+ ¥

i

vt

A faniily of eguations as above can be mechanized as shown in Figure 17.
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Section Vi. CONCLUSIONS

‘The problem solved herein is an extension of the work begun in 1968 [4].

The basic homing system has been augmented by two time constants and cast as
a minimum regulator problem. Simulation using the resulting controller
equations indicates that the optimal approach results in a guidance scheme
superior to PN,

Practical problems have been considered and it is concluded that the OC
concept is feasible from a mechanization viewpoint. The added complexity
must be weighed against the substantial payoff in drastically reduced miss
distances.

The behavior of the OC derived herein is consistent with previously
derived results. For very large tgo' N is assymptotic to 3. As thc time
constants approach 0 ( w «) N approaches 3 and G; and G, approach 0. Thus
for very large tgo or very small time constants, the OC approachcs classical

PN with a gain N = 3.
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Appendix A
COMPUTATION OF COMPGKENT TERMS OF F(t)

F(T-t) = F(tgo) =F@), _,
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Appendix B
NUMERICAL DATA FOR. OPTIMUM CONTROLLER GA'NS

The numerical values for the functions N, G; and G, were computed via
digital program for a wide range of values of wjand w,. The data are presenied
in this appendix in the form of plots of the subject functions versus tgo (Figures

B--1 through B~19). The time gpan considered is 10 gcconds, which should
cover most practical applications. The assymptotic nature of the functions
allows easy extrapolation from the plots i7 somewhat ionger time spans are
deemed desirable, In some instances, particularly where w;= w,, the
computation of N involves differences of large, almost equal nun.bers; for this
reason, double precision arithmetic was found necassary.
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